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paths of the pipeline. We know that the vulnerability of
instructions is not uniform [12]. Sequences in ClassII need
higher guardbands in comparisonwithClassI,mainly because
in addition of ALU's critical paths, the critical paths of mem-
ory are also activated for the load/store instructions aswell as
the critical paths of integer code conditions for the control
instructions. As a result, in the same corner, sequences in
ClassI run faster, thanks to their all ALU instructions which
only exercise critical paths of the ALU component.3 Fig. 7
summarizes ILV and SLV classification.

This intra-corner SLV enables the adaptive guardbanding
to set the cycle time for each class of sequences accordingly,
and thus eliminate the conservative guardbands across se-
quences up to 6%. Therefore, for intolerant applications, the
adaptive guardbanding adjusts the cycle time depending
upon the classes of the sequence, and the current operating
conditions to make sure that the processor runs at the fastest
speed compatible with both current hardware and software
conditions.We classify anynon-characterized sequence out of
the analyzed high-frequent sequences as ClassII, thus it will
have appropriate timing guardband in case of activation of
the critical paths of non-ALU components. Relaxing the
guardband can also be applied to any sequence of ClassIwith
a length of two ALU instructions (ClassIL¼2) or more (N)
ALU instructions stream (ClassIL¼N ). These chains of ALU
instructions exercise the critical paths within only ALU com-
ponent, therefore, for a given operating condition as shown in
Equation (5), the SLV values ofClassIL for L 2 2; 3; . . . ;N are
equal. This classifies ALU sequences into the same class of the
sequences with consistency across a wide range of corners.

6 ADAPTIVE GUARDBANDING

We propose a guardbanding technique that dynamically
decides on the cycle time based on the Application's Type, the
Instruction Sequence, and the operating conditions (V ; T ), to
maximize performance. To ensure necessary observability,
our approach employs on-chip low-overhead operating con-
dition monitors using CPM [9]. POWER7 results show that
five CPMs per each core are sufficient to finely capture PVT
variation [10]. For controllability, a fast adaptive clocking
circuit consisting of three Phase-Locked Loops (PLLs) is
leveraged. Each PLL is running at independent frequencies,
and a multiplexer quickly switches between them in a single
cycle [11], [44]; therefore ultra-fast frequency changes are
possible and PLL lock time is not an issue. This is well suited
to mitigate the inter-corner dynamic variations where the

timing guardbanding across corners are far apart. Tomitigate
the intra-corner guardband between the two classes of se-
quences, a finer clock speed adaptation is required which can
be supported by an all-digital PLL. For instance, [44] proposes
an all-digital PLL that provides multiple equally spaced clock
phases with a small tuning step size of a few picoseconds;
these phases are switched in a glitch-free reverse switching
scheme. A phase switching frequency division architecture is
also used to generate sub-integer division ratios and thus a
larger variety of output frequencies [45]. These circuits tech-
niques support very fast adaptation of the clock speed of the
processor in immediate response to changes in the operating
corners, various sequences of instructions, and the type of
applications. The adaptive guardbanding adjusts the Cycle_
Time as defined in Equation (6)

Cycle Time ¼
IðApplication0s Type; Instruction Sequence; V ; T Þ: (6)

Where Application's Type is probabilistic or intolerant;
Instruction Sequence is the type of sequence which is either
ClassI or ClassII; V and T are discretized current operating
conditions reported by on-chipCPMsensors;F is represented
by a Programmable LookUp Table (PLUT) as shown in
Table 3. The PLUT is a fully combinational module in the
pipeline.4 It is programmable through the memory-mapped
I=O in arbitrary epochs of the post-silicon stages. The PLUT is
connected to CPM (for monitoring the current operating
condition ðV ; T Þ), the fetch stage (for monitoring the Instruction
Sequence), and the single-cycle adaptive clocking module (for
setting theCycle Time). TheApplication's Type is also set at the
start of running the application via memory-mapped I=O. The
adaptive guardbanding monitors these four parameters every
cycle, and then sends corresponding commands to the clock
speed adjustment circuit to make sure that processor always
runs at the fastest speed compatible with these conditions.

As shown in Table 3, there is no intra-corner cycle time
adaptation for the probabilistic application. The within-cor-
ner correct execution is guaranteed by static duplication of the
critical instructions which is the application-aware version of
the multiple-issue instruction replay [6]. Therefore, for the
probabilistic application we do not require an online hard-
ware recovery unit, and avoid the frequent changing of the
cycle time within an operating corner.

Fig. 7. ILV and SLV classification for integer SPARC V8 ISA.

TABLE 3
PLUT for Adaptive Guardbanding

3. ALU does not include the hardware multiply and divide units.

4. Note that PLU can be characterized and then optimized during
design time stage depending upon the range of operating conditions and
application's type.
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fIn our experiments, for characterization of the PLUT, we
have used six sign-off operating corners available on an
advanced real-life technology library [48]. PLUT conserva-
tively matches a surrounding operating condition if the dis-
cretized reported operating condition does not appear in the
PLUT. Note, this is conservative for few points in the PLUT,
but will converge to ideal, while still being safe, if semicon-
ductor fabrication process provides more characterized oper-
ating corners. Furthermore, for the intolerant applications, the
adaptive guardbanding considers the worst-case process
variation, and also considers a conservative guardband (as
safe as ClassII) on the non-characterized sequence of instruc-
tions (sequences out of seq1 � seq20), thus guarantees 100%
numerical correctness for the intolerant applications. As
shown in Table 3, the PLUT assigns different cycle times to
various types of applications at the same operating condition.
Inherent resiliency of the probabilistic applications indicates
that these can tolerate inaccuracies, while the intolerant ap-
plications do not accept such inaccuracies. Therefore, when
running an intolerant application the sufficient guardbanding
is guaranteed for IP as well.

7 EXPERIMENTAL RESULTS

The experimental methodology for STA, and the variation-
aware SSTA are described using Fig. 8 that shows both design
time and runtime flows. During the design time analysis, the
open-source synthesizable VHDL code of LEON3 [34] and
Verilog description of the PLUT module have been synthe-
sized with the TSMC 45 nm technology library, the general
purpose process. The synthesized core enables the variation
analysis of paths of the integer parallel pipeline unit, aswell as
theL1 instruction cache (I$) and theL1data cache (D$), unlike
the resilient core [6] that only considers the integer unit. The
front-end flow with normal VTH cells has been performed

using Synopsys Design Compiler with the topographical fea-
tures enabled, while Synopsys IC Compiler has been used for
the back-end. The design is optimized for performance with
the tight timing constraints, e.g., the clock period of 1.2 ns. For
SSTA, the sign-off stage has been made with variation-aware
timing analysis of Synopsys PrimeTime VX, leveraging char-
acterized parameters of TSMC 45 nm variation-aware librar-
ies discussed in Section 3.2. The dynamic variations are also
analyzed utilizing the six accessible TSMC characterized
sign-off corners [48]. Finally, for the post-layout simulations
Mentor Graphics ModelSim is employed.

At the runtime, in every cycle, the PLUTmodule sends the
desired cycle time to the adaptive clocking circuit utilizing the
characterized SLV of the current sequence and the operating
condition monitored by CPM. For detecting the current se-
quence, the PLUT looks at a window of three instructions
(available on IF , ID,RA stages), thus it detects the class of the
current instructions sequence before they reach the execution
stage (the stage that needs more guardbanding as shown in
Fig. 2). The previous stages (IF , ID, RA) are in a safe guard-
band, thus they will not have any failure if a sequence of
ClassI/ClassII is runningwhile the cycle time is set for aClassII/
ClassI. If the pipeline architecture does not have enough stages
before the execution, the prefetch buffer [51] can be monitored
instead. By detecting changes in the class of sequences, the
single-cycle adaptive clocking circuit sets the core frequency
accordingly. If an adaptive clocking circuit has long-latency
clock switching, the PLUT can look ahead of a prefetch buffer
coupledwith phase prediction techniques to be able to decide
about the desired core frequency in advance. Note that the
core consists of the integer pipeline, L1 I$, and L1D$ that are
clocked by a single clock domain. Communication with L2
caches and uncore part can be done via globally asynchro-
nous, locally synchronous interconnection supporting syn-
chronization across multiple clock domains [37].

7.1 Effectiveness of Adaptive Guardbanding
In this section,we investigate the effectiveness of our adaptive
guardbanding technique when executing real word
applications.5

7.1.1 Probabilistic Applications
As probabilistic applications, we have selected multimedia
benchmarks fromMiBench andMediaBench suites: H264 is a
video decoder while Libmad is a MP3 decoder; Susan is an
image recognition program; DCT, Huffman coding and
Ycc2rgb are important kernels in the JPEG decoder; GSM
implements a decoder for the GSM communications
standard, and LDPC is a linear error correcting code. The
appropriate fidelity metric analysis and application-level
correctness technique based on [17] are performed to identify
the critical control flow instructions of these applications.
Then, the critical instructions are statically duplicated during
compile time. Finally, the adaptive guardbanding determines
the cycle time based on the given error probability 0.01%
which can guarantee the acceptable fidelity metrics [17].

In the traditional worst-case design, the maximum
throughput of applications is limited by 400 MIPS (million

Fig. 8. Methodology for the adaptive guardbanding.

5. For those applications that have encoder and decoder parts, we
consider their back-to-back executions.

10 IEEE TRANSACTIONS ON COMPUTERS, VOL. 63, NO. XX, 2014



IE
EE

Pr
oo

f

instructions per second), analyzed by the worst-case STA in
Section 3.1. Fig. 9 shows the normalized throughput of the
applications in various operating conditions, covering
�V ¼ 0:09 V dynamic voltage variation and �T ¼ 125�C
temperature variation. In comparison with the worst-case
design, the adaptive guardbanding changes the throughput
of these applications from 0:95� to 1:9� depends to the
current operating condition. Throughput of Rician is in-
creased up to 1:9� at (0.81 V, 125�C). On the other hand,
throughput of Huffman coding at the operating condition of
(0.72 V, 125�C) is degraded by 0:95� because 69% of its
instructions are the critical control flow instructions which
are duplicated, and cancel out the benefit of faster execution of
the total instructions. On average, the throughput of these
applications is enhanced by 1:52�. This shows that utilizing
SSTA and adapting to the operating conditions highly sur-
passes the traditional worst-case STA, and also hides the
overhead of the critical instructions duplication.

7.1.2 Intolerant Applications
For the intolerant applications, we have selected applications
from six categories of MiBench, each suite targeting a specific
area of the embedded market, including automotive, con-
sumer devices, office automation, networking, security, and
telecommunications. In addition, we have also considered
EEMBC AutoBench [57] suite of benchmarks, suitable for
embedded processor in automotive, industrial, and gener-
al-purpose applications. Without loss of generality, every
probabilistic application can be considered as an intolerant
application and benefits from SLV utilization if there is no
domain expert to define and analyze its fidelitymetric. Fig. 10
shows the percentage of sequences of ClassI with various
lengths of ALU instructions, L 2 2; 3; . . . ; 7, during execution
of the intolerant applications. For instance, ClassI L ¼ 2
shows the percentage of sequences that have exactly two
consecutive ALU instructions, ClassI L ¼ 3 represents se-
quences with just three consecutive ALU instructions, and so
on. The compiler6 optimizes the applications codes with -O3
optimization option; and then the applications are profiled
during execution using TSIM [58], a cycle-accurate instruc-
tion-level simulator. Fig. 10(a) shows on average 26% of the

total executed sequences belong toClassI, while the remaining
sequences belong to ClassII. Patricia has the maximum num-
ber of sequences of ClassI, 35%. The adaptive guardbanding
technique with the sequence detector of three instructions
benefits from the sequences ofClassIwith a length of 3 ormore
instructions.

Fig. 10(b) shows thepercentageof sequences ofClassIwhen
the compiler utilizes loopunrolling technique. Loopunrolling
is a loop transformation technique that attempts to increase
speed of a program by reducing instructions that control the
loop. It increases the number arithmetic instructions with
regard to the memory and control flow instructions, at the
expense of register pressure and program size. Therefore,
applying the loop unrolling produces a longer chain of ALU
instructions, and as a result the percentage of sequences of
ClassI is increased up to 41% and on average 31%. Hence, the
adaptive guardbanding benefits from this compiler transfor-
mation technique to further reduce the guardband for se-
quences of ClassI. Considering the sequence detection with a
length of three instructions, the adaptive guardbanding re-
duces the cycle time for 20% of the executed sequences on
average (up to 30% for Adpcm). Note that the adaptive
guardbanding technique also reduces the guardband for
the other sequences of ClassI with a longer length of three
instructions, since each sequence of ClassIwith L instructions
is composed of two consecutive sequences with a length of
L-1 instructions, considering the overlap between the two
sequences.

Table 4 lists the maximum and the average through-
put improvement of the adaptive guardbanding technique
utilizing the loop unrolling during compilation phase of the
intolerant applications. The throughput improvement is

Fig. 9. Normalized throughput improvement by utilizing SSTA compared
to the worst-case design for probabilistic applications.

Fig. 10. Percentage of sequences of ClassI during program execution:
a) without loop unrolling technique; b) using loop unrolling technique.

6. GNUCompiler Collection, version 3.4.4, with floating-point, mul/
div emulation.
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evaluated across various operating conditions. The second
and the third columns of Table 4 show the maximum and the
average throughput improvement of the applications utiliz-
ing SLV only within a fixed operating corner. Thus, the
applications benefit from the higher rate of execution of
the sequences of ClassI accomplished by the loop unrolling
method. The last two columns show the maximum and the
average normalized throughput (the worst-case design is the
baseline) improvements utilizing SLV and inter-corner adap-
tation. In comparisonwith theworst-casedesign, the adaptive
guardbanding enhances the throughput of these applications
by a factor of 1:35� to 1:88� depending upon the current
operating condition. This shows that utilizing the operating
corner monitors and the online SLV coupled with offline
compiler techniques can result in a significant throughput
improvement for general-purpose applicationswhere there is
strict requirement on computational accuracy.

We compare our SLV technique (without the loop unrol-
ling) with the code transformation technique proposed in [33]
which pads the instructions sequencewith aNOP instruction.
The NOP padding eliminates the critical path activation for
the forwarding paths of a processor for a Read-After-Write
(RAW) register dependency. In other words, the result is no
longer forwardeddirectly from the execution stage, it instead is
forwarded a cycle later from the pipeline register in the
memory stage. For comparison, we have identified the code
sequenceswith aRAWregister dependence andpadded them
with NOP instruction. Those NOP padded sequence are
clocked as fast as the ClassI. The authors in [33] assume that
they can clock that sequence 2:15� faster than the typical
frequency of a processor,while Intel shows that in the resilient
processor the clock can increase up to 0:16� in a fixed
operating corner [6]; our results in Section 5.2 also indicates
that intra-corner clock guardbanding for various sequences is
bounded by 0:06�. Fig. 11 shows the normalized (baseline is
[33]) throughput of our adaptive guardbanding utilizing SLV
by adapting the cycle for dynamic operating conditions and
different classes of the sequences. On average, our technique
achieves 1:65� higher throughput because [33] imposes one
extra cycle for executing the NOP instruction, and does not
adapt to the operating conditions. Fig. 12 shows the energy
overhead of the NOP padding across various operating cor-
ners. It imposes 74 nJ to 564 nJ energy overhead, depending
upon the number of NOP instructions and the current
operating condition.

Multi-instruction code substitution, as another code trans-
formation techniques in [33], is not applicable for an embed-
ded RISC machine where there are almost no alternatives
for representing an equivalent set of instructions, unless
paying the expenses of intrusive pipeline modification, ISA

extension, and leveraging co-processors. Nevertheless, there
is a considerable performance and energy penalty for repla-
cing a multi-instruction sequence with an equivalent set of
instructions [28].

The common strategy in circuit techniques [6], [7] is to allow
the timing errors to happen. Then, an extra cost is paid to
compensate errors through the error recovery technique: the
multiple-issue instruction replay imposes up to 28 extra recov-
ery cycles per error [7]. This cost of recovery has shown to be
high, thus leading to massive performance degradation if
processor blindly relies on the error recovery in face of frequent
timing errors, especially so in aggressive voltage over-scaling
and near-threshold computation [46]. However, our proposed
approach guarantees the correct execution at lower cost: (i) It
proactively prevent timing errors on V P by applying the
adaptive guardbanding across the operating corners and the
sequence of instructions. For the error intolerant applications,
even if some residual timing error probability remains mainly
because of usingMonte Carlomethod described in Section 5.2,
our approach relies on the processor with error recovery
capability that guarantees the correct execution with 100%
numerical correctness. In this way, our online adaptive
guardbanding implies that recovery actions will have to be
undertaken in an extremely small number of cases, hence the
recovery penalty is minimal. (ii) Our technique allows timing
errors to happen on IP while meeting the application-specific
requirements on computational accuracy for the error-tolerant
applications, hence no penalty of recovery.

TABLE 4
Throughput Improvement of the Intolerant Applications Utilizing

the Adaptive Guardbanding with Loop Unrolling.

Fig. 11. Normalized throughput improvement utilizing SLV compared to
[33] for the intolerant applications.

Fig. 12. Energy overhead of NOP padding [33] across corners.
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7.2 Overhead of Adaptive Guardbanding
Table 5 lists the overhead of hardware implementation of the
adaptive guardbanding technique. The area overhead in
comparison to LEON3 core (including I$ and D$) is near-
zero (0.022%). Five CPMs, as PVT sensors, occupy 0.12% area
[10]. The adaptive guardbanding also imposes only 0.034%/
0.031% average total power overhead for the intolerant/
probabilistic applications, in the worst-case operating condi-
tion; the power leakage overhead is 0.012%. This coarse
grainedmonitoring and adaptation approach is less intrusive
and expensive and nicely complements the fine-grained
approaches such as Razor and EDS.

8 CONCLUSION

A variation-aware cross-layer approach is presented that
spans circuits, architectural pipeline to the applications. We
have proposed a design time analysis in conjunction with the
minimally intrusive runtime adaptive guardbanding tech-
nique to combat PVT variations while guaranteeing various
applications demands on computation accuracy. We
introduce the notion of Sequence-Level Vulnerability (SLV) to
capture variability characteristics that can be used by the
compiler, runtime systemor evenby the applicationprogram-
mer. The adaptive guardbanding technique enables an in-
order RISC processor to run at the fastest speed compatible
with the operating conditions, various sequences of instruc-
tions, and the type of applications. This increases the through-
put of probabilistic applications upto 1:9�over the traditional
worst-casedesign.UtilizingSLV achieves on anaverage 1:6 �
speedup for the intolerant applications, compared to [33], by
adapting the cycle for dynamic variations and different in-
struction sequences. The concrete full layout results in TSMC
45 nm technology confirm that our technique incurs only
0.022%, 0.012%, and 0.034% overheads for the total area,
leakage power, and total power respectively.

Our ongoing work is focused on the creation of instruction
groups that can be run at higher frequency/lower power in
parallel execution context which could schedule instruction
from multiple streams trying to obtain a favorable sequence
mix in each execution hardware unit.
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