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for every type of FP operations the ranking algorithm tries

to highly utilize those pipelines with a lower FPV (and

rarely allocate operations to the pipelines at the end of

list), thus the aggregate recovery cycles for execution of

FP operations will be reduced. Fig. 22 illustrates the rank-
ing algorithm. For the approximate operations, in case of

specifying an error rate threshold the scheduler limits its

search to a certain element of the sorted list, e.g., until

the K-th pipeline in Fig. 22. As soon as the scheduler finds

a pipeline which has a higher FPV than the error rate

threshold, it marks it as the virtual end point of the list

for the approximate operations. Therefore, for the follow-

ing approximate requests, the scheduler starts from the
start point of the sorted list, and traverses down toward

the virtual end point of the corresponding sorted list for

finding a free pipeline. However, this virtualization tech-

nique limits the available parallelisms.

The presented collaborative OpenMP environment

enables efficient execution of finely interleaved approxi-

mate and accurate operations enforced by various com-

putational accuracy demands within and across
applications. We demonstrate the effectiveness of our

approach on a 16-core tightly-coupled cluster in the

presence of timing errors. For the general-purpose error-

intolerant applications, our approach reduces the recov-

ery cycles that yield an average energy saving of 22%
(and up to 28%), compared to the worst-case design.

For the error-tolerant image processing applications with

annotated approximate directives, 36% energy saving is
achieved while maintaining acceptable quality degrada-

tion. In case of simultaneous execution of approximate

and accurate applications, our approach avoids the over-

head of frequent switching between the accurate and ap-

proximate modes which is imposed by interference of

the accurate and approximate operations. More details

about this work can be find in [118].

D. Detecting and Correcting With Accepting Errors
In Section VII-B1, we have shown how a shared

memory cluster of processors can schedule parallel

work-units to address errors utilizing the fact that run-

time system has the ability of choosing a favor core in

close spatial proximity. On the contrary, such a choice of

unit is not available in the data-level parallel architec-

tures where the workload is uniform (SIMD) and all the
computing units are fully utilized. Since such architec-

ture has no choice for any alternative execution, it can

utilize memoization or computational reuse that return a

prestored result without triggering the recovery.

GPGPUs execute workload in SIMD fashion with

high utilization. Parallel execution in such SIMD archi-

tectures provides an important ability to reuse computa-

tion (i.e., memoization) and reduce the cost of recovery
from timing errors. We rely on the memoization to safely

store the result of a portion of computing on a reliable

medium, and then reuse the result rather than reexecu-

tion. To do so, we define two notions of memoization at

the instruction level: concurrent instruction reuse (CIR),

and temporal instruction reuse (TIR). Fig. 23 shows that

for a SIMD architecture:

· CIR answers whether an instruction can be re-
used spatially across various parallel lanes;

· TIR answers whether an instruction can be re-

used temporally for a lane itself.

Fig. 22. Runtime scheduling based on FPV ranks.

Fig. 23. Concurrent and temporal instruction reuse (CIR and TIR)

for SIMD.
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CIR/TIR recalls the result of an error-free execution on
an instance of data, then reuses this memoized context in

case of meeting a matching constraint. Since different

programs exhibit varying degrees of error tolerance, we

consider two matching constraints that further extend the

application of the memoization to approximate computing

domain:

1) exact matching constraint that enforces full bit-

by-bit matching of the single-precision
instructions;

2) approximate matching that relaxes the criteria

of the exact matching during the comparison by

ignoring mismatches in the less significant N
bits of the fraction parts.

The latter constraint enables an approximate error correc-
tion technique suitable for applications in approximate

computing to receive further benefits form the memoiza-
tion technique. In a nutshell, the spatial and temporal

memoization techniques leverage inherent value locality

and similarity of applications by memoizing the result of

an error-free execution on an instance of data; and by re-

using this memoized result to exactly (or, approximately)

correct any errant execution on other instances of the

same (or, adjacent) data at a very low-cost.

These two techniques are fully compatible with the
standard CMOS process. In [127], [128], we extend us-

age of such spatial and temporal reuse techniques in de-

signing associative memory modules (AMMs) by

leveraging the emerging CMOS-friendly memristor tech-

nology briefly described in Section IV-B2.

1) Spatial Memoization (Concurrent Instruction Reuse):
To exploit the inherent spatial value locality across
SIMD lanes, we propose a SIMD architecture consisting

of a single strong lane and multiple weak lanes (SSMW).

The SSMW is designed to maintain the lockstep integrity

in the face of timing error. The key idea, for satisfying

both resiliency and lockstep execution goals, is to always

guarantee error-free execution of a strong lane (SS).

Then, the rest of weak lanes (MW) can reuse the output

of SS lane in the case of timing errors. In other words,
SSMW provides an architectural support to leverage CIR

for correcting the timing errors of MW lanes.

To measure the exposed spatial value locality over the

parallel lanes, we have defined concurrent instruction re-

use (CIR) as a metric for the entire kernel execution.

CIR is defined as the number of simultaneous instruc-

tions executed on the lane1 ðL1Þ through L15 of the CUs

which satisfy the matching constraint, divided by the to-
tal number of instructions executed in all 16 lanes

ðL0 � L15Þ. The matching constraint determines whether

there is a value locality between the input operands of

the instruction executing on L0 and the input operands

of another instruction executing on any of the neighbor

lanes, i.e., Li, where i 2 ½1; 15�. Thus, a tight (or, relaxed)
matching locality constraint ensures that the instructions

of L0 and any of Li are working on the same (or, adja-
cent) instance of data, and consequently their outputs

are equivalent (or, almost equivalent). This exchangeabil-

ity allows the instructions of L0 to correct any errant out-

put of instructions executing on Li. In the Radeon HD

5870 with 16-wide SIMD pipeline, the maximum theo-

retic CIR is 93.75% (15 out of 16).

Fig. 24 shows the CIR rate and the corresponding

PSNR for various input pictures while using different
matching constraints. As shown in Fig. 24(c), applying

the exact matching constraint yields, on an average, a

CIR rate of 27%. This means that 27% of the executed

instructions on the whole SIMD can reuse the results of

the executed instructions on the L0 (SS lane) for the ac-

curate error correction, without any quality degradation.

Approximate matching relaxes the matching criteria

through masking the less significant 12 bits of the frac-
tion parts during comparison. Consequently, higher mul-

tiple data-parallel values fuse into a single value,

resulting in a higher CIR rate for approximate error cor-

rection, e.g., up to 76% for Sobel. Applying the approxi-

mate matching, on average a CIR rate of 51% (32%) is

achieved on the Sobel (Gaussian) filter with the accept-

able PSNR of 29 dB (39 dB).

2) Single Strong Multiple Weak (SSMW) Architecture:
We exploit the inherent value locality, therefore the

SIMD is architected to maintain the lock-step integrity

in the face of timing error: SSMW architecture, a resil-

ient SIMD architecture. The key idea, for satisfying both

resiliency and the lock-step execution goals, is to always

guarantee error-free execution of a lane (SS). Then the

rest of lanes (MW) can reuse its output in case of timing
errors. In other terms, SSMW provides an architectural

support to leverage CIR for correcting the timing errors

of MW lanes. Note that to achieve this goal, SSMW

superposes resilient circuit techniques on top of the

baseline SIMD architecture without changing the flow

of execution. SSMW employs two circuit resilient tech-

niques. First, it guarantees the error-free execution of

the SS lane in the presence of the worst-case PVT varia-
tions using voltage overdesign (VO). On the other hand,

the MW lanes employ EDS to detect any timing error

and propagate an error bit toward the tail of pipeline

stages.

Second, SSMW also employs a CIR detector module

for every PE of the MW lanes, as shown in Fig. 25. This

module checks the matching constraint, and if it is satis-

fied, the module forwards the output result of the PE in
the SS lane to the output of the corresponding PE in the

weak lane. In case of simultaneous matching and timing

error for any of the MW lanes, the errant weak lane can

reuse the result of SS lane rather than triggering the re-

covery mechanism. The output result of the SS lane is

broadcast via a voltage overdesign network across the

MW lanes. The CIR detector module is a programmable
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combinational logic working on parallel with the first

stage of the PE execution; since every PE executes one

instruction per cycle, the module is thus shared across

all FP functional units of the PE. To check the matching

constraint, the module compares bit by bit the two oper-
ands of its own PE with the two operands of the PE on

the SS lane. All the CIR detector modules share a mask-

ing vector to ignore the differences of the operands in

the less significant N bits of the fraction part. The mask-

ing vector is a memory-mapped 32-bit register that is set

by various application demands on the computation accu-

racy. If the two sets of the operations, with consideration

of commutativity, meet the value locality constraint, the
module sets a reuse-bit which will traverse alongside the

corresponding instruction through the stages of the PE.

At the last stage of the execution, the PE takes three ac-

tions based on the {reuse-bit, error-bit}. In case of no tim-

ing error, i.e. {1/0, 0}, the PE sends out its own

computed result to the write stage. If a timing error oc-

curred for the instruction during any of the stages, but it

has a value locality with the instruction on the SS lane,
i.e., {1, 1}, the PE sends out the computed result of the

SS lane, and avoids the propagation of the error-bit to

the next stage. Finally, in case of the error and lack of

the value locality, i.e., {0, 1}, the PE triggers the recovery

mechanism.

For five applications form AMD APP SDK v2.5 [174],

on an average, the proposed SSMW eliminates the cost

of recovery for 62% of the voltage-droop-affected in-

structions and reduces 12% of the total energy compared

with recent resilient work.

3) Temporal Memoization (Temporal Instruction Reuse):
TIR aims to exploit the value locality and similarity in-

side each processing element, i.e., FPU in our case. We

observe the dispersion of the input operands at the finest

granularity for individual FPUs. To expose the value lo-

cality for each FPU operations, we consider a private

FIFO for every individual FPU. These FIFOs have a small

depth and keep the distinct sets of the input operands in

the order of instruction arrivals. The FIFO matches a set
of incoming input operands and the current content of

entries of FIFO using the matching constraint. The FIFO

maintains a limited number of recent distinct sets.

Therefore, if a set of incoming input operands does not

satisfy either matching constraints, the FIFO will be up-

dated by cleaning its last entry and inserting the new in-

coming operands accordingly.

To exploit the value locality, we tightly couple the
FPU pipeline with our proposed temporal memoization

module. This module has essentially a single-cycle LUT,

and a set of flip-flops and buffers to propagate signals

through the pipeline. The LUT is composed of two parts:

1) a FIFO with four entries; 2) a set of combinational

comparators. In every entry, the FIFO maintains a set of

input operands and the computed result provided by

Fig. 24. CIR of the FP with the corresponding PSNR for two kernels. (a) Sobel filter and (b) Gaussian filter using the approximate

matching constraintV12 bits masked. (c) CIR and PSNR for Sobel and Gaussian filters with the exact and approximate constraints (the

exact matching does not generate any noise because of no bitwise masking).
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the output of the FPU in the last stage ðQSÞ. The parallel

combinational comparators implement the two matching

constraints, and are programmable through a 32-bit
memory-mapped register as a masking vector. They con-

currently make either a full or partial comparison of the

input operands with the stored operands in each entry

based on the masking vector. The LUT works in parallel

with the first stage of the FPU. Therefore, for every

set of input operands, the LUT searches the FIFO to

find a match between the input operands and the oper-

and values stored in the entries (i.e., whether the
matching constraint is satisfied or not). A match directly

results in reuse of results computed earlier. Conse-

quently, this affords the temporal memoization module

an opportunity to correct an errant instruction with zero

cycle penalty.

To enable reuse, the LUT propagates a hit signal

alongside with the previously-computed result ðQLÞ

toward the end of pipeline. The LUT raises the hit signal

that squashes the remaining stages of the FPU to avoid

the redundant computation by clock-gating; the clock-
gating signal is forwarded to the rest of stages, cycle by

cycle. The stored result is also propagated toward the

end of pipeline for the reuse purpose. The hit signal se-

lects the propagated output of the LUT ðQLÞ as the out-

put of the FPU; it also disables the propagation of timing

error signal (if any) to the recovery unit, thus avoids the

costly recovery. Therefore, each hit event reduces energy

by locally retrieving the result from the LUT, rather than
doing full reexecution by the FPU. In case of a LUT

miss, the FIFO is updated to maintain the last recently

computed values. It is implemented through a write en-

able signal ðWenÞ that ensures there is no timing error

during execution of all stages of the FPU for computing

QS. Finally, if simultaneous timing error and miss oc-

curred, the error signal will be propagated to the

Fig. 25. Single strong lane and multiple weak lanes (SSMW) architecture.
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recovery unit that triggers the baseline recovery. Table 10

summarizes these four states. For GPGPU applications,

TER avoids costly recovery that improves the energy effi-

ciency with an average savings of 8% (for 0% timing er-

ror rate) to 28% (for 4% timing error rate). The

memoization techniques are explained in detail in [125],

[126], and [179].

VIII . CONCLUSION AND OUTLOOK

Microelectronic variability is a phenomenon at the in-

tersection of microelectronic scaling, semiconductor

manufacturing and how electronic systems are designed

and deployed. Using timing variability we showed vari-

ous levels of microelectronic circuit and system design

where the effects of variability can be mitigated. These
methods have a direct impact on the cost, performance

and quality of the microelectronic systems. Methods to

combat variability in practice have largely been confined

to ever expanding design guardbands for the circuit de-

signer. However, more effective methods can be devised

that address variability across design abstraction levels.

Such coordinated cross-layer methods are central to the

emerging outlook on variability-tolerance as discussed
below.

· Application/Algorithm. Emerging applications

including graphics, multimedia, web search, data

analytics, and cyber-physical system go beyond

primarily numerical computations for scientific

use to interacting with sensor and human inter-

faces. There exists a great potential to match the

“impedance” on the accuracy of the computed re-
sult to application needs. In particular, the “ac-

ceptance criteria” for results of a computation is

subject to quality tradeoffs, much the same way

as quality of a signal received over a communica-

tions channel. The resulting accuracy require-

ments may not always need the hardware

supported accuracy levels which are designed for

worst case computational needs. This presents an
opportunity to improve time and energy cost of

computation by devising domain-specific resil-

iency techniques.

Unfortunately, achieving this level of tradeoff is

a much harder problem than knowing quality

needs of a specific or specific class of applica-

tions. There needs to be engineered guarantees

at all levels, certainly from hardware as well,
that system and application developers can rely

upon. Thus, the biggest technical challenge in

this area is systematic methods of capturing/

inferring acceptance precision and using this in-

formation to develop domain-specific resilience

techniques. A careful study of acceptability dif-

ferences between general purpose CPU and

GPGPU architectures is needed to develop
architecture-specific solutions. Recent work in

this area can be classified into three broad groups

as to how the accuracy versus cost tradeoff is

made: 1) sampling data points rather than per-

forming all specified computations, such as in

BlinkDB; 2) changing task schedules based on

computation quality needs; and 3) application-

specific relaxation of precision.
· Software. Software presents a great unexploited

potential for diagnosis and mitigation of varia-

tion effects. Software requires runtime monitor-

ing and re-calibration mechanisms to determine

the limits of efficiency. The key point is that at

design time there is not enough knowledge and

there is too much variability and sensitivity to

have a viable design time approach. Distributed
software techniques and paradigms will therefore

become increasingly pervasive even at the chip

level. The trend should be toward avoiding global

variability bottlenecks, through arranging a mix

of redundant execution (avoiding single-point of

failure), globally-asynchronous communication

and orchestration, and fine-grained rollback.

Recent work in conceptualization of systems are
physically asynchronous and logically synchro-

nous (PALS) presents an interesting possibility of

how distributed computation can be composed

with some guarantees as to the quality and timing

of results.

· Architecture. As mentioned earlier, variability

mitigation is about cost and scale. Modular and

scalable architectures such as those found in the
programmable accelerators enable better observ-

ability and controllability of variations through

explicit parallelism. Both hardware and software

can enhance variability-tolerance by tuning two

available axes: configurations and choices. Hard-

ware and software can jointly “configure” avail-

able settings of an architecture and appropriate

parameters explicitly coded in applications. They
can also selectively “choose” a suitable hardware

resource, or an alternative code path. For in-

stance, one alternative can select an optimized

approximate kernel rather than exact one results

in significant resource reduction enabling inte-

gration larger number of parallel kernels on the

fixed budget the underlying architecture.

Table 10 Timing Error Handling With Temporal Instruction Reuse
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· Circuit. Recent efforts have been done in designing
robust clocked circuits. By coupling them with the

large spectrum of asynchronous options, we can

achieve parsimonious robustness. For a given subcir-

cuit (either exact or approximate), a synthesis tool

would have the choice of selecting a communication
scheme among available different communication

templates for realizing that subcircuit. In other

words, the problem of determining the level of

accuracy of a subcircuit will be transformed to “how
much” energy we want to spend on ensuring the

subcircuit functional “integrity” instead of spending

the energy on the actual subcircuit computation.

Overall, variability mitigation presents a broad

range of possibilities and techniques that can

enable continued benefits from microelectronic

scaling and manufacturing methods to the system

designers. h

REFERENCES

[1] K. Bowman, S. Duvall, and J. Meindl,
“Impact of die-to-die and within-die
parameter fluctuations on the maximum
clock frequency distribution,” in Proc. IEEE
Int. Solid-State Circuits Conf. Digest Tech.
Papers (ISSCC 2001), pp. 278–279.

[2] S. Borkar, T. Karnik, S. Narendra,
J. Tschanz, A. Keshavarzi, and V. De,
“Parameter variations and impact on circuits
and microarchitecture,” in Proc. Design
Autom. Conf., Jun. 2003, pp. 338–342.

[3] The ITRS Website. [Online]. Available:
http://www.itrs.net/ITRS%201999-2014%
20Mtgs,%20Presentations%20&%20Links/
2012ITRS/Home2012.htm.

[4] K. Jeong, A. Kahng, and K. Samadi,
“Impact of guardband reduction on design
outcomes: A quantitative approach,” IEEE
Trans. Semiconductor Manufact., vol. 22,
no. 4, pp. 552–565, Nov. 2009.

[5] X. Li, J. Qin, and J. Bernstein, “Compact
modeling of mosfet wearout mechanisms
for circuit-reliability simulation,” IEEE
Trans. Device Mater. Rel., vol. 8, no. 1,
pp. 98–121, Mar. 2008.

[6] K. Bowman, C. Tokunaga, J. Tschanz,
A. Raychowdhury, M. Khellah, B. Geuskens,
S.-L. Lu, P. Aseron, T. Karnik, and V. De,
“Dynamic variation monitor for measuring
the impact of voltage droops on
microprocessor clock frequency,” in Proc.
IEEE Custom Integr. Circuits Conf. (CICC),
Sep. 2010, pp. 1–4.

[7] S. Murali, A. Mutapcic, D. Atienza,
R. Gupta, S. Boyd, L. Benini, and
G. De Micheli, “Temperature control of
high-performance multi-core platforms
using convex optimization,” in Proc. Conf.
Des., Autom. Test Eur., 2008, pp. 110–115.
[Online]. Available: http://doi.acm.org/
10.1145/1403375.1403405, ser. DATE ’08.
New York, NY, USA: ACM.

[8] D. Kamel, C. Hocquet, O.-X. Standaert,
D. Flandre, and D. Bol, “Glitch-induced
within-die variations of dynamic energy in
voltage-scaled nano-cmos circuits,” in Proc.
ESSCIRC, Sep. 2010, pp. 518–521.

[9] T. Austin, V. Bertacco, D. Blaauw, and
T. Mudge, “Opportunities and challenges
for better than worst-case design,” in Proc.
2005 Asia South Pacific Design Autom. Conf.,
2005, pp. 2–7. [Online]. Available:
http://doi.acm.org/10.1145/1120725.1120878.

[10] L. Wanner, R. Balani, S. Zahedi, C. Apte,
P. Gupta, and M. Srivastava,
“Variability-aware duty cycle scheduling in
long running embedded sensing systems,”
in Proc. Design, Autom., Test Eur. Con.
Exhib., Mar. 2011, pp. 1–6.

[11] S. Ghosh and K. Roy, “Parameter variation
tolerance and error resiliency: New design
paradigm for the nanoscale era,” Proc.
IEEE, vol. 98, no. 10, pp. 1718–1751,
Oct. 2010.

[12] J. Crop, E. Krimer, N. Moezzi-Madani,
R. Pawlowski, T. Ruggeri, P. Chiang, and
M. Erez, “Error detection and recovery
techniques for variation-aware cmos
computing: A comprehensive review,”
J. Low Power Electron. Appl., vol. 1, no. 3,
pp. 334–356, 2011. [Online]. Available:
http://www.mdpi.com/2079-9268/1/3/334.

[13] S. Dighe, S. Vangal, P. Aseron, S. Kumar,
T. Jacob, K. Bowman, J. Howard, J. Tschanz,
V. Erraguntla, N. Borkar, V. De, and
S. Borkar, “Within-die variation-aware
dynamic-voltage-frequency-scaling with
optimal core allocation and thread hopping
for the 80-core teraflops processor,” IEEE
J. Solid-State Circuits, vol. 46, no. 1,
pp. 184–193, Jan. 2011.

[14] D. Jeon, M. Seok, Z. Zhang, D. Blaauw,
and D. Sylvester, “Design methodology for
voltage-overscaled ultra-low-power systems,”
IEEE Trans. Circuits Syst. II: Exp. Briefs,
vol. 59, no. 12, pp. 952–956, Dec. 2012.

[15] B. Zhai, R. Dreslinski, D. Blaauw, T. Mudge,
and D. Sylvester, “Energy efficient
near-threshold chip multi-processing,” in
Proc. ACM/IEEE Int. Symp. Low Power
Electron. Design (ISLPED), Aug. 2007,
pp. 32–37.

[16] R. G. Dreslinski, M. Wieckowski, D. Blaauw,
D. Sylvester, and T. N. Mudge,
“Near-threshold computing: Reclaiming
moore’s law through energy efficient
integrated circuits,” Proc. IEEE, vol. 98,
no. 2, pp. 253–266, Feb. 2010.

[17] R. Rithe, S. Chou, J. Gu, A. Wang, S. Datla,
G. Gammie, D. Buss, and A. Chandrakasan,
“The effect of random dopant fluctuations
on logic timing at low voltage,” IEEE Trans.
Very Large Scale Integr. (VLSI) Syst., vol. 20,
no. 5, pp. 911–924, May 2012.

[18] M. Kakoee, I. Loi, and L. Benini,
“Variation-tolerant architecture for ultra
low power shared-l1 processor clusters,”
IEEE Trans. Circuits Syst. II: Exp. Briefs,
vol. 59, no. 12, pp. 927–931, Dec. 2012.

[19] R. Pawlowski, E. Krimer, J. Crop,
J. Postman, N. Moezzi-Madani, M. Erez,
and P. Chiang, “A 530 mv 10-lane simd
processor with variation resiliency in
45 nm soi,” in Proc. IEEE Int. Solid-State
Circuits Conf. Digest Tech. Papers (ISSCC),
Feb. 2012, pp. 492–494.

[20] A. Rahimi, L. Benini, and R. K. Gupta,
“Analysis of instruction-level vulnerability
to dynamic voltage and temperature
variations,” in Proc. Design, Autom., Test
Eur. Conf. Exhib., Mar. 2012, pp. 1102–1105.

[21] V. Kleeberger, S. Kiesel, U. Schlichtmann,
and S. Chakraborty, “Program-aware circuit
level timing analysis,” in Proc. 13th Int.
Symp. Integr. Circuits (ISIC), Dec. 2011,
pp. 102–105.

[22] V. B. Kleeberger, P. R. Maier, and
U. Schlichtmann, “Workload- and
instruction-aware timing analysis: The
missing link between technology and

system-level resilience,” in Proc. 51st
Annu. Design Autom. Conf. Design Autom.
Conf., 2014, pp. 49:1–49:6. [Online].
Available: http://doi.acm.org/10.1145/
2593069.2596694.

[23] A. Rahimi, L. Benini, and R. K. Gupta,
“Application-adaptive guardbanding to
mitigate static and dynamic variability,”
IEEE Trans. Comput., vol. 63, no. 9,
pp. 2160–2173, Sep. 2013.

[24] A. Rahimi, L. Benini, and R. K. Gupta,
“Procedure hopping: A low overhead
solution to mitigate variability in shared-l1
processor clusters,” in Proc. 2012 ACM/
IEEE Int. Symp. Low Power Electron.
Design, 2012, pp. 415–420. [Online].
Available: http://doi.acm.org/10.1145/
2333660.2333754.

[25] F. Paterna, L. Benini, A. Acquaviva,
F. Papariello, G. Desoli, and M. Olivieri,
“Adaptive idleness distribution for
non-uniform aging tolerance in
multiprocessor systems-on-chip,” in Proc.
Design, Autom., Test Eur. Conf. Exhib.,
Apr. 2009, pp. 906–909.

[26] A. Rahimi, L. Benini, and R. K. Gupta,
“Aging-aware compiler-directed vliw
assignment for gpgpu architectures,” in
Proc. 50th Annu. Design Autom. Conf., 2013,
pp. 16:1–16:6. [Online]. Available: http://
doi.acm.org/10.1145/2463209.2488754.

[27] A. Rahimi, L. Benini, and R. K. Gupta,
“Hierarchically focused guardbanding: An
adaptive approach to mitigate pvt variations
and aging,” in Proc. Design, Autom., Test Eur.
Conf. Exhib., Mar. 2013, pp. 1695–1700.

[28] S. Roy and K. Chakraborty, “Predicting
timing violations through instruction-level
path sensitization analysis,” in Proc. 49th
Annu. Design Autom. Conf., 2012,
pp. 1074–1081. [Online]. Available: http://
doi.acm.org/10.1145/2228360.2228555.

[29] K. Chakraborty, B. Cozzens, S. Roy, and
D. M. Ancajas, “Efficiently tolerating timing
violations in pipelined microprocessors,” in
Proc. 50th Annu. Design Autom. Conf., 2013,
pp. 102:1–102:8. [Online]. Available: http://
doi.acm.org/10.1145/2463209.2488860.

[30] V. Reddi, M. Gupta, G. Holloway, G.-Y. Wei,
M. Smith, and D. Brooks, “Voltage
emergency prediction: Using signatures
to reduce operating margins,” in Proc.
IEEE 15th Int. Symp. High Performance
Comput. Arch., Feb. 2009, pp. 18–29.

[31] X. Liang, and D. Brooks, “Microarchitecture
parameter selection to optimize system
performance under process variation,” in
Proc. 2006 IEEE/ACM Int. Conf.
Comput.-Aided Des., 2006, pp. 429–436.
[Online]. Available: http://doi.acm.org/
10.1145/1233501.1233587.

[32] X. Liang and D. Brooks, “Mitigating the
impact of process variations on processor
register files and execution units,” in Proc.
39th Annu. IEEE/ACM Int. Symp. Microarch.
(MICRO-39), Dec. 2006, pp. 504–514.

34 Proceedings of the IEEE |

Rahimi et al.: Variability Mitigation in Nanometer CMOS Integrated Systems

http://www.itrs.net/ITRS%201999-2014%20Mtgs,%20Presentations%20&%20Links/2012ITRS/Home2012.htm
http://www.itrs.net/ITRS%201999-2014%20Mtgs,%20Presentations%20&%20Links/2012ITRS/Home2012.htm
http://www.itrs.net/ITRS%201999-2014%20Mtgs,%20Presentations%20&%20Links/2012ITRS/Home2012.htm
http://doi.acm.org/10.1145/1403375.1403405
http://doi.acm.org/10.1145/1403375.1403405
http://doi.acm.org/10.1145/1120725.1120878
http://www.mdpi.com/2079-9268/1/3/334
http://doi.acm.org/10.1145/2593069.2596694
http://doi.acm.org/10.1145/2593069.2596694
http://doi.acm.org/10.1145/2333660.2333754
http://doi.acm.org/10.1145/2333660.2333754
http://doi.acm.org/10.1145/2463209.2488754
http://doi.acm.org/10.1145/2463209.2488754
http://doi.acm.org/10.1145/2228360.2228555
http://doi.acm.org/10.1145/2228360.2228555
http://doi.acm.org/10.1145/2463209.2488860
http://doi.acm.org/10.1145/2463209.2488860
http://doi.acm.org/10.1145/1233501.1233587
http://doi.acm.org/10.1145/1233501.1233587


This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

[33] S. Ghosh, S. Bhunia, and K. Roy, “Crista:
A new paradigm for low-power,
variation-tolerant, and adaptive circuit
synthesis using critical path isolation,”
IEEE Trans. Comput.-Aided Design
Integr. Circuits Syst., vol. 26, no. 11,
pp. 1947–1956, Nov. 2007.

[34] P. Ndai, N. Rafique, M. Thottethodi,
S. Ghosh, S. Bhunia, and K. Roy, “Trifecta:
A nonspeculative scheme to exploit
common, data-dependent subcritical paths,”
IEEE Trans. Very Large Scale Integr. (VLSI)
Syst., vol. 18, no. 1, pp. 53–65, Jan. 2010.

[35] F. Botman, D. Bol, J.-D. Legat, and K. Roy,
“Data-dependent operation speed-up
through automatically inserted signal
transition detectors for ultralow voltage
logic circuits,” IEEE Trans. Very Large
Scale Integr. (VLSI) Syst., vol. 22, no. 12,
pp. 2561–2570, Dec. 2014.

[36] S. Sarangi, B. Greskamp, A. Tiwari, and
J. Torrellas, “Eval: Utilizing processors with
variation-induced timing errors,” in Proc.
41st IEEE/ACM Int. Symp. Microarch.
(MICRO-41), Nov. 2008, pp. 423–434.

[37] J. Tschanz, J. Kao, S. Narendra, R. Nair,
D. Antoniadis, A. Chandrakasan, and
V. De, “Adaptive body bias for reducing
impacts of die-to-die and within-die
parameter variations on microprocessor
frequency and leakage,” in Proc. IEEE Int.
Solid-State Circuits Conf. Digest Tech. Papers
(ISSCC 2002), Feb. 2002, vol. 1, pp. 422–478.

[38] S. Borkar, T. Karnik, and V. De, “Design
and reliability challenges in nanometer
technologies,” in Proc. 41st Design Autom.
Conf., Jul. 2004, pp. 75–75.

[39] I. Miro-Panades, E. Beigne, Y. Thonnart,
L. Alacoque, P. Vivet, S. Lesecq,
D. Puschini, A. Molnos, F. Thabet, B. Tain,
K. Ben Chehida, S. Engels, R. Wilson, and
D. Fuin, “A fine-grain variation-aware
dynamic vdd-hopping avfs architecture on a
32 nm gals mpsoc,” IEEE J. Solid-State
Circuits, vol. 49, no. 7, pp. 1475–1486,
Jul. 2014.

[40] C. Lefurgy, A. Drake, M. Floyd,
M. Allen-Ware, B. Brock, J. Tierno,
J. Carter, and R. Berry, “Active guardband
management in power7+ to save energy
and maintain reliability,” IEEE Micro,
vol. 33, no. 4, pp. 35–45, Jul. 2013.

[41] S. Herbert, S. Garg, and D. Marculescu,
“Exploiting process variability in voltage/
frequency control,” IEEE Trans. Very Large
Scale Integr. (VLSI) Syst., vol. 20, no. 8,
pp. 1392–1404, Aug. 2012.

[42] S. Dighe, S. Gupta, V. De, S. Vangal,
N. Borkar, S. Borkar, and K. Roy, “A 45 nm
48-core ia processor with variation-aware
scheduling and optimal core mapping,” in
Proc. 2011 Symp. VLSI Circuits (VLSIC),
Jun. 2011, pp. 250–251.

[43] D. Bull, S. Das, K. Shivshankar, G. Dasika,
K. Flautner, and D. Blaauw, “A
power-efficient 32 b arm isa processor
using timing-error detection and correction
for transient-error tolerance and adaptation
to pvt variation,” in Proc. 2010 IEEE Int.
Solid-State Circuits Conf. Digest Tech.
Papers (ISSCC), Feb. 2010, pp. 284–285.

[44] K. Bowman, J. Tschanz, S. Lu, P. Aseron,
M. Khellah, A. Raychowdhury,
B. Geuskens, C. Tokunaga, C. Wilkerson,
T. Karnik, and V. De, “A 45 nm resilient
microprocessor core for dynamic variation
tolerance,” IEEE J. Solid-State Circuits,
vol. 46, no. 1, pp. 194–208, Jan. 2011.

[45] X. Bai, C. Visweswariah, P. Strenski, and
D. Hathaway, “Uncertainty-aware circuit

optimization,” in Proc. 39th Design Autom.
Conf., 2002, pp. 58–63.

[46] A. Kahng, S. Kang, R. Kumar, and J. Sartori,
“Slack redistribution for graceful degradation
under voltage overscaling,” in Proc. 2010
15th Asia South Pacific Design Autom. Conf.
(ASP-DAC), Jan. 2010, pp. 825–831.

[47] D. Bol, C. Hocquet, and F. Regazzoni,
“A fast ulv logic synthesis flow in many-vt
cmos processes for minimum energy under
timing constraints,” IEEE Trans. Circuits
Syst. II: Exp. Briefs, vol. 59, no. 12,
pp. 947–951, Dec. 2012.

[48] L. de Lima Silva, A. Calimera, A. Macii,
E. Macii, and M. Poncino, “Power efficient
variability compensation through clustered
tunable power-gating,” IEEE J. Emerg.
Sel. Topics Circuits Syst., vol. 1, no. 3,
pp. 242–253, Sep. 2011.

[49] K.-L. Chang, J. Chang, B.-H. Gwee, and
K.-S. Chong, “Synchronous-logic and
asynchronous-logic 8051 microcontroller
cores for realizing the internet of things:
A comparative study on dynamic voltage
scaling and variation effects,” IEEE J.
Emerg. Sel. Topics Circuits Syst., vol. 3,
no. 1, pp. 23–34, Mar. 2013.

[50] A. Mokhov, D. Sokolov, and A. Yakovlev,
“Adapting asynchronous circuits to operating
conditions by logic parametrisation,” in Proc.
IEEE 18th Int. Symp. Asynchronous Circuits
and Syst. (ASYNC), May 2012, pp. 17–24.

[51] D. Marculescu and E. Talpes, “Variability and
energy awareness: a microarchitecture-level
perspective,” in Proc. 42nd Design Autom.
Conf., Jun. 2005, pp. 11–16.

[52] D. Melpignano, L. Benini, E. Flamand,
B. Jego, T. Lepley, G. Haugou, F. Clermidy,
and D. Dutoit, “Platform 2012, a many-core
computing accelerator for embedded socs:
Performance evaluation of visual analytics
applications,” in Proc. 49th ACM/EDAC/IEEE
Design Autom. Conf. (DAC), Jun. 2012,
pp. 1137–1142.

[53] S. Ramasubramanian, S. Venkataramani,
A. Parandhaman, and A. Raghunathan,
“Relax-and-retime: A methodology for
energy-efficient recovery based design,” in
Proc. 50th ACM/EDAC/IEEE Design Autom.
Conf. (DAC), May 2013, pp. 1–6.

[54] Eembc Benchmark Consortium. [Online].
Available: http://www.eembc.org.

[55] L. Lai and P. Gupta, “A Case Study of Logic
Delay Fault Behaviors on General-Purpose
Embedded Processor Under Voltage
Overscaling,” Dept. Electr. Eng., Univ.
California Los Angeles, Los Angeles, CA,
USA, Tech. Rep. 90095, Aug. 2014.

[56] G. Hoang, R. B. Findler, and R. Joseph,
“Exploring circuit timing-aware language
and compilation,” in Proc. 16th Int. Conf.
Architectural Support Program. Lang.
Operating Syst., 2011, pp. 345–356.
[Online]. Available: http://doi.acm.org/
10.1145/1950365.1950405.

[57] P. Singh, E. Karl, D. Blaauw, and
D. Sylvester, “Compact degradation sensors
for monitoring nbti and oxide
degradation,” IEEE Trans. Very Large
Scale Integr. (VLSI) Sys., vol. 20, no. 9,
pp. 1645–1655, Sep. 2012.

[58] K.-H. Huang and J. Abraham,
“Algorithm-based fault tolerance for matrix
operations,” IEEE Trans. Comput., vol. C-33,
no. 6, pp. 518–528, Jun. 1984.

[59] A. Al-Yamani, N. Oh, and E. McCluskey,
“Performance evaluation of checksum-based
abft,” in Proc. IEEE Int. Symp. Defect Fault
Tolerance VLSI Syst., 2001, pp. 461–466.

[60] M. Makhzan, A. Khajeh, A. Eltawil, and
F. Kurdahi, “A low power jpeg2000
encoder with iterative and fault tolerant
error concealment,” IEEE Trans. Very Large
Scale Integr. (VLSI) Syst., vol. 17, no. 6,
pp. 827–837, Jun. 2009.

[61] M. Hiller, “Executable assertions for
detecting data errors in embedded control
systems,” in Proc. Int. Conf. Dependable
Syst. Netw., 2000, pp. 24–33.

[62] A. Mahmood and E. McCluskey,
“Concurrent error detection using watchdog
processors-a survey,” IEEE Trans. Comput.,
vol. 37, no. 2, pp. 160–174, Feb. 1988.

[63] J. Sloan, R. Kumar, and G. Bronevetsky,
“An algorithmic approach to error
localization and partial recomputation for
low-overhead fault tolerance,” in Proc. 43rd
Annu. IEEE/IFIP Int. Conf. Dependable
Syst. Netw. (DSN), Jun. 2013, pp. 1–12.

[64] R. Gabrys, E. Yaakobi, L. Grupp,
S. Swanson, and L. Dolecek, “Tackling
intracell variability in tlc flash through
tensor product codes,” in Proc. IEEE
Int. Symp. Inf. Theory Proc. (ISIT), Jul. 2012,
pp. 1000–1004.

[65] O. Tahan and M. Shawky, “Using dynamic
task level redundancy for openmp fault
tolerance,” in Proc. 25th Int. Conf. Arch.
Comput. Syst., 2012, pp. 25–36. [Online].
Available: http://dx.doi.org/10.1007/
978-3-642-28293-5-3.

[66] C. Bolchini, A. Miele, and D. Sciuto, “An
adaptive approach for online fault
management in many-core architectures,”
in Proc. Design, Autom., Test Eur. Conf.
Exhib., Mar. 2012, pp. 1429–1432.
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